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(@ KOS E N Department of Media Information Engineering,

National Institute of Technology Okinawa National College of Technology

Research Title:
Analysis of Complex Systems by Multi-Agent Systems

Name SATO Takashi E-mail stakashi@okinawa-ct.ac.jp
Status | Associate Professor (Ph.D. in Knowledge Science)

The Japanese Society for Artificial Intelligence, Japan Association for Evolutionary Economics

Affiliations The Japanese Society for Evolutionary Computation, Japanese Neural Network Society
Keywords Complex Systems, Artificial Life, Evolutionary Linguistics, Evolutionary Computation,
Multi-Agent Systems, Neural Networks, Reinforcement Learning
. - Construction and analysis methods of multi-agent systems
Technical

- Techniques of evolutionary computation approach

Support Skills | Analysis methods of complex systems

Constructive study on complex systems such as life, cognition, language,

Research Contents

society and economics, which develop autonomously / evolve

The purpose of my research is to clarify and understand the following things:

® Universal natures of the complex systems by using constructive approach in which an objective system
is to be understood by constructing the system and operating it.

® Dynamics of complex emergent phenomena by using a multi-agent system which consists of dynamic
cognitive agents with internal dynamics.

r[ Complex Systems }

This is a system in which the local rules regulate the behaviors of the system’s
composing elements and the global rules emerge by the interactions among the
elements, where both rules change by the whole context

/[ Artificial Life } {Evolutionary Linguistics} {Evolutionary Computatiorﬂ\

Study on the analysis Study on the origin Computational technigque

and synthesis of life-like and evolution of for realizing objective
behaviors by artificial language specification and
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Available Facilities and Equipment ‘

A computing server with 24 Xeon cores, 6 Tesla P100 (16GB) GPUs | A computing server with 72 cores for scientific computation
& 24TB*2 RAIDs for Deep Learning simulation (TYAN) (Apple)
3 sets of advanced computing servers with 12 cores (Apple) Two humanoid robots (Softbank / ALDEBARAN)
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